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ABSTRACT 

In fact, many problems with imbalanced data mean that the number of elements of a class is much larger than the 

number of elements of the remaining classes. This is the major reason for the declining performance of data classification. 

In addition, we found that in a number of imbalance datasets have many features redundant, unnecessary, not important to 

predict. Some reports have indicated if removing these features, it will increase the accuracy in imbalance data 

classification. Therefore, this paper studies, data balancing methods and reduces the number of attributes to improve the 

efficiency of data classification. Since then, we have developed a new method to reduce the number of feature and elements 

in the imbalance data classification. We experimented on some sets of biological data taken from the UCI like leukemia, 

colon-cancer and breast-p. These results show that our new method being more accurate classifiers with the G-mean 

measure compared with the method using original data. In addition, we use t-test evaluation indicated a method that the 

results have statistical significance with the p-value on the smaller datasets 0.05. 
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